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ABSTRACT
Relative lifetimes of inherent double stranded DNA openings with lengths up to ten base pairs are presented for different gene promoters
and corresponding mutants that either increase or decrease transcriptional activity in the framework of the Peyrard–Bishop–Dauxois model.
Extensive microcanonical simulations are used with energies corresponding to physiological temperature. The bubble lifetime profiles along
the DNA sequences demonstrate a significant reduction of the average lifetime at the mutation sites when the mutated promoter decreases
transcription, while a corresponding enhancement of the bubble lifetime is observed in the case of mutations leading to increased transcrip-
tion. The relative difference in bubble lifetimes between the mutated and wild type promoters at the position of mutation varies from 20% to
more than 30% as the bubble length decreases.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0060335

I. INTRODUCTION

As more and more research is carried out on DNA functional
activity, there is increased evidence that local base pair fluctua-
tional openings may be one important factor in the process of tran-
scription.1–3 Hydrogen bond vibrations and local disruptions, lead-
ing to transient separations of complementary strands, have been
experimentally studied at different time scales.4–7 Furthermore, var-
ious theoretical models have addressed the dynamical and statistical
properties of base pair stretchings in the double helix.8–20

An apparent correlation between thermally induced large local
openings (“bubbles”) and functional sites along the DNA sequence,
which are relevant for transcription initiation, has been noted in
a number of investigations2,3,21–27 where it has been found that
bubbles form with a greater probability at transcriptionally active
sites than elsewhere along the promoter sequence. These works
have considered the thermal equilibrium or out-of-equilibrium
dynamical properties of various gene promoter segments using the
Peyrard–Bishop–Dauxois (PBD) coarse-grained model10 of DNA or
extensions of this model.

Examining the dynamics of DNA promoters through Langevin
molecular dynamics (MD) simulations, the lifetimes of these bubble
openings have been probed as potential indicators for the initia-
tion of transcription.3,22,28 In particular, the adeno-associated viral
(AAV) P5 promoter was shown to exhibit relatively long-lived
bubbles with characteristic lengths near the transcription start site
(TSS).28 A broader study of an array of mammalian gene promoters
showed the same dynamical signatures; bubbles form with greater
frequency and longer lifetimes at active sites in the promoter and
particularly at the TSS.22 The importance of the lifetime as an indi-
cator of transcriptional activity was underlined by the findings that
long-lived bubbles formed in functional regions, even when the
occurrence probability in those regions was not exceptional. The
motif of dynamics-driven transcription was further established by
the detailed analysis of the SCP1 so-called “superpromoter”. This
analysis revealed that not only are long-lived bubbles at the TSS
correlated with transcriptional activity, but mutations which signif-
icantly reduce the transcription also decrease the occurrence and
the lifetimes of bubbles at the TSS but also mutations that signifi-
cantly reduce the transcription and also decrease the occurrence and
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the lifetimes of bubbles at the TSS correlated with transcriptional
activity.3 Consequently, there is a strong interest in further inves-
tigating this relationship between bubble lifetimes and transcrip-
tion using extensive numerical simulations under various conditions
of the examined system in order to deepen our understanding of
dynamical features with a possible biological role.

In this work, we present a detailed analysis of inherent bubble
lifetimes (i.e., without any environmental factors or effects from the
surroundings, depending only on constant-energy fluctuations in
the framework of a microcanonical evolution) across the sequence
of different promoters—a viral, a bacterial, and a very strong arti-
ficial promoter—and comparisons with a corresponding mutant in
each case that is known to either reduce or enhance transcriptional
activity. Following a recent study of bubble lifetime distributions,29

we use the PBD model10 of DNA with sequence-dependent stack-
ing parameters,30 to perform constant-energy simulations (com-
plementing earlier works implementing Langevin dynamics3,22,28),
in order to more closely probe the internal characteristic times of
double strand openings.

The methodology of microcanonical MD simulations differs
from the approach of Langevin dynamics where the effects of a noisy
environment at a particular temperature are simulated through ran-
dom Gaussian forces. This stochastic element, as well as the accom-
panying frictional force, requires an additional parameter. This is
the dissipation coefficient that governs, along with the temperature,
the distribution from which the random force is drawn in accor-
dance with the fluctuation–dissipation theorem. A limitation of this
method is that it introduces an essentially arbitrary parameter that
may affect the characteristic time scales of the system. In the consid-
ered MD approach, we study the inherent lifetimes of the bubbles in
the framework of the PBD model.

We examine three promoters, namely, the viral AAV P5 pro-
moter, the bacterial Lac operon promoter, and the artificial SCP1
superpromoter (see Sec. II for their sequences), and one particu-
lar mutant of each case exhibiting altered transcriptional activity.
The P5 promoter is critical to the genetic activity of AAV DNA by
directing relevant expression patterns.31 We also consider a dou-
ble mutation of this promoter, resulting in loss of transcription
activity.2 The Lac operon promoter is a thoroughly studied regula-
tory region in the E. coli K-12 bacterium. We investigate the wild
type (WT), as well as the mutant Lac UV5, which exhibits increased
transcription with no need for activator action.32 The final promoter
is the artificially constructed SCP1 superpromoter, designed to have
exceptional transcriptive behavior.33 The mutant studied here is the
m1SCP1 sequence, resulting in reduced transcription.22

Sec. II introduces the PBD model, presents the studied pro-
moter sequences, and outlines the methods used in the analysis of
the simulation data. Section III lays out the results of our investi-
gation, including a discussion of the relative lifetime changes in the
mutated promoters. Finally, Sec. IV summarizes and concludes our
work.

II. MODELLING AND NUMERICAL METHODS
In the PBD framework considered here, a coarse-grained model

is used for the base pair stretchings and the force fields of the
system are approximated through appropriate analytical potentials.
The PBD model provides a Hamiltonian for the dynamics, with

the on-site intra-base-pair interaction accounted for by a Morse
potential V ,

V(yn) = Dn(e−anyn − 1)2, (1)

where yn represents the relative displacement from the equilibrium
of the bases within the nth base pair of a DNA sequence. The
site-dependent parameters Dn and an distinguish adenine–thymine
(A–T) and guanine–cytosine (G–C) base pairs along the
sequence.

An anharmonic coupling W models the stacking energy,

W(yn, yn−1) =
Kn,n−1

2
(1 + ρeb(yn+yn−1))(yn − yn−1)2. (2)

The total Hamiltonian of a DNA sequence having N base pairs
reads

H =
N

∑
n=1
[ p2

n

2m
+ V(yn) +W(yn, yn−1)], (3)

where pn are the conjugate momenta to the canonical displacements
yn. Periodic boundary conditions have been considered here.

Apart from the sequence-dependent spring constants Kn,n−1
of the stacking energy W, which have been obtained from Ref. 30,
all other parameter values we use are from Ref. 34: m = 300 amu
for the base pair reduced mass; DGC = 0.075 eV, aGC = 6.9 Å−1 and
DAT = 0.05 eV, aAT = 4.2 Å−1 for G–C and A–T base pairs, respec-
tively, in the Morse potential; ρ = 2 and b = 0.35 Å−1. These values
have been fitted to successfully reproduce specific melting curves in
short oligonucleotides. They have been extensively used in a num-
ber of previous works (for example, in Refs. 2, 3, 21–23, 26, 28, and
35–44). The parameters Kn,n−1 of Eq. (2) take on sequence specific
values (see Refs. 29 and 30), and they have been shown to accurately
reproduce peculiar denaturation transition temperatures exhibited
by homogeneous and periodic DNA oligonucleotides.30 The PBD
model treats the DNA molecule as a purely one-dimensional lat-
tice with the base pair stretching as the only degree of freedom and
ignores explicit interactions with other degrees of freedom, such as
the twisting angle that describes the unwinding of the double helix.
Such effects are phenomenologically taken into account in the effec-
tive PBD potential energies for the stretching, but any local unwind-
ing, kinking, or bending of the DNA accompanying a bubble forma-
tion cannot be explicitly described in the framework of this model.
Attempts to overcome this limitation with more elaborate models
that explicitly take into account these coupled degrees of freedom
have been considered.13,14,19,20

The DNA promoters considered here are presented below. For
clarity, only one strand of each sequence is shown, while the com-
plementary strand is implied. The TSS is explicitly indicated as it is
preceded by (+1).

● A 69 base pair segment of the viral AAV P5 pro-
moter: 5′-GTGGCC ATTTAGGGTA TATATGGCCG
AGTGAGCGAG CAGGATCTCC (+1)ATTTTGACCG
CGAAATTTGA ACG-3′.

● A 129 base pair segment of the bacterial Lac operon
promoter: 5′-GAAAGCGGG CAGTGAGCGC AACG-
CAATTA ATGTGAGTTA GCTCACTCAT TAGGCAC-
CCC AGGCTTTACA CTTTATGCTT CCGGCTCGTA
TGTTGTGTGG (+1)AATTGTGAGC GGATAACAAT
TTCACACAGG-3′.
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● A 81 base pair segment of the artificial superpromoter
SCP1: 5′-GTACTT ATATAAGGGG GTGGGGGCGC
GTTCGTCCTC (+1)AGTCGCGATC GAACACTCGA
GCCGAGCAGA CGTGCCTACG GACCG-3′.

In addition to these promoters, one mutant is also examined for
each case: The mutated AAV P5 promoter is obtained by changing
the base pairs at sites +1 and +2 from A–T and T–A to G–C and
C–G, respectively.2,21 In the Lac UV5 mutant, the sites −9 and −8 of
the Lac operon are changed from G–C and T–A base pairs both to
A–T.32 Finally, in the mutant m1SCP1 of the superpromoter SCP1,
the base pairs at sites −5 and −4 change from T–A and C–G to C–G
and G–C, respectively, and the sites +8 and +15 change both from
A–T to G–C.22

We have made extensive constant-energy molecular dynamics
simulations using the Hamiltonian of Eq. (3) and periodic bound-
ary conditions. We note that in all sequences studied, the regions
of interest (i.e., mutations) are sufficiently far from the bound-
aries of the sequence. As the longest bubbles considered here
are of length 10 base pairs, all mutations occur at least 20 base
pairs away from the ends of the sequence, and the use of peri-
odic boundary conditions does not affect bubbles in the pertinent
regions. The presented bubble lifetime data near the ends of the
sequence should not be considered relevant, as this will be affected
by the boundary conditions, but our results focus away from this
region.

Random initial conditions were implemented, having a fixed
energy corresponding to a temperature of 310 K, and the equations
of motion were evolved using a symplectic integrator, namely, the
symplectic Runge–Kutta–Nystrøm fourth order integration scheme
SRKNb6.45 The threshold values of ythr

AT = 0.24 Å and ythr
GC = 0.15 Å

are used in order to consider openings of A–T and G–C base pairs,
respectively, which are derived through the characteristic lengths of
the corresponding Morse potential and are also consistent with the
standard convention that half of the base pairs of a DNA sequence
are open at the melting temperature. These thresholds provide a
systematic way of studying base pair openings without requiring
arbitrary choices of separation values. Additionally, they have values
beyond the inflection point of the Morse potential (0.165 and 0.10 Å
from the equilibrium for AT and GC base pairs, respectively) by the
same percentage of 50% in both cases. The system is evolved for
10 ns to provide thorough thermalization, and then, base pair dis-
placement data are recorded every picosecond for the next nanosec-
ond. We note that the time scales here are for our coarse-grained
model.

From these displacement data, the bubble probabilities and
lifetime distributions can be calculated (see Ref. 29 for the details
of the procedure). Then, the average bubble lifetimes are com-
puted from the corresponding lifetime distributions. In addition
to examining bubbles with a fixed length of l = q base pairs (as
in Ref. 29), we also take here a more flexible approach of allow-
ing the size of the bubble to fluctuate by considering the bub-
bles of length l > q for some values of q, starting at a given site.
In order to reduce potential issues arising from statistical inade-
quacy due to the rarity of bubble occurrence, for the calculation
of bubble lifetimes, we have used 10 000 simulations with differ-
ent random initial conditions for each of the considered promoter
sequences.

III. AVERAGE BUBBLE LIFETIMES IN THE WILD
TYPE AND MUTANT PROMOTERS

We are interested here in the profiles of the average lifetimes
⟨t⟩ for bubbles with either a fixed length l = q or a length l > q, along
the promoter sequences, and in the changes of these profiles with the
respective mutations that affect the transcriptional activity. To quan-
tify the effect of the mutations, some of which reduce transcription
while others enhance transcription, we consider the sequence depen-
dence of the relative difference in average bubble lifetimes between
the mutated and the wild type promoter, which is calculated as

Δ⟨t⟩rel =
⟨t⟩Mut − ⟨t⟩WT

⟨t⟩WT
, (4)

where ⟨t⟩Mut and ⟨t⟩WT correspond to the average lifetimes in the
mutated promoter and in the wild type, respectively. Using the rel-
ative difference Δ⟨t⟩rel, we can clearly identify regions along the
sequence where the mutations increase or decrease the overall bub-
ble lifetimes, as these areas will exhibit positive or negative relative
differences, respectively.

Figure 1 shows the profiles of the average bubble lifetimes in
the AAV P5 promoter [Fig. 1(a)] and the mutated P5 promoter
[Fig. 1(b)], as well as the relative difference Δ⟨t⟩rel between the two
variants [Fig. 1(c)], for different bubble lengths l = q, with q ranging
from 1 up to 10 base pairs. We see that there are regions of more per-
sistent bubbles both upstream and downstream of the TSS, as well as

FIG. 1. Average bubble lifetimes for bubbles of length l = q base pairs (bp) start-
ing at a given base pair, as a function of the position of this base pair along the
sequence for (a) the AAV P5 promoter and (b) the mutated P5 promoter. Color
bars in (a) and (b) indicate bubble lifetimes in ps. The horizontal bars at the top
show the distribution of A–T or T–A (white) and G–C or C–G (black) base pairs
along the wild type (WT) and the mutated (Mut) sequence, respectively. (c) Rela-
tive difference Δ⟨t⟩rel , Eq. (4), between the lifetimes of bubbles with length l = q in
the wild type and the mutated P5 promoter, as shown by the color bar at the right.
The arrows below the x-axes in (b) and (c) indicate the mutation sites (see text).
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at the TSS [Fig. 1(a)], correlated with the location of A/T rich bands
along the sequence (see the horizontal bars above the plots). The
effect of the TSS mutation, changing two A–T and T–A base pairs
to G–C and C–G, respectively, which leads to loss of transcriptional
activity, shows a clear reduction of the bubble lifetime in this region
[Fig. 1(b)], which is emphasized in the plot of the relative difference
Δ⟨t⟩rel in Fig. 1(c). Note that the color scale in Fig. 1(c), and all the
relative difference plots shown in the other figures, is set symmet-
rically so that white regions correspond to zero relative difference,
red regions to a positive relative difference (i.e., longer lifetimes in
the mutated promoter), and blue regions to a negative relative dif-
ference. Here, we see a roughly 10% decrease in bubble lifetimes
for bubbles starting or ending near the mutation sites (which coin-
cide with the TSS), significantly reducing the lifetime of bubbles
with lengths up to ten base pairs in this region. We note that sim-
ilar lifetime profiles and relative differences are obtained when using
Langevin dynamics with these threshold values, with parameters as
used in earlier works.28

We have also considered bubbles of length l > q for different
values of q up to ten base pairs, which allow for fluctuations of
the length of the bubble without effectively destroying and recre-
ating new bubbles constantly in the numerical simulations. These
results for the P5 promoter and the considered mutation are shown
in Fig. 2, in the same way as the results of fixed length bubbles pre-
sented in Fig. 1. It is immediately apparent that the overall lifetimes
are longer when the strictness of the fixed bubble length criterion
is relaxed, with the longest average bubble lifetimes around 0.5 ps

FIG. 2. Average bubble lifetimes for bubbles of length l > q starting at a given
base pair, as a function of the position of this base pair along the sequence for (a)
the AAV P5 promoter and (b) the mutated P5 promoter. Color bars in (a) and (b)
indicate bubble lifetimes in ps. (c) Relative difference Δ⟨t⟩rel , Eq. (4), between the
lifetimes of bubbles with length l > q in the wild type and the mutated P5 promoter,
as shown by the color bar at the right. The horizontal bars at the top, as well as
the arrows below the axes in (b) and (c), are as in Fig. 1.

[Figs. 2(a) and 2(b)] for fluctuation-allowed bubbles as compared
to 0.3 ps in the fixed-length case [Figs. 1(a) and 1(b)]. The statistics
of the bubble lifetime profile is better in this case since all bubbles
longer than length q now contribute to the data at each length. The
same trends as in Fig. 1 are also apparent in Fig. 2. The effect of
the mutation is to significantly shorten the lifetimes of bubbles near
and immediately upstream of the TSS, without affecting the lifetimes
along the rest of the sequence. However, Fig. 2(c) shows an even
stronger reduction in the average lifetimes of bubbles at the TSS due
to the mutation, at levels larger than 20% reaching up to 30% as q
decreases from 10 to 2 base pairs, suggesting a correlation between
significant changes in bubble lifetimes and altered transcriptional
activity.

As the base pair opening thresholds ythr
AT/GC considered here are

relatively small as compared to previous works, the multi-peaked
bubble’s inherent lifetime profiles shown in Figs. 1 and 2 for the
AAV P5 promoter and its mutant are more reminiscent of the equi-
librium average bubble probabilities39 than the out-of-equilibrium
probability profiles of much larger amplitude bubbles,21,28 or
even the bubble lifetime distributions obtained through Langevin
dynamics.28 However, all these works demonstrate the significant
reduction of the bubble probability or relative lifetime at the position
of the mutation at the TSS.

Turning to the bacterial Lac operon promoter, we present the
lifetimes for bubbles of length l > q, as well as the relative difference
between the wild type and mutant Lac UV5 in Fig. 3. The bands of

FIG. 3. (a) Average bubble lifetime profile in the wild type Lac operon promoter for
bubbles of length l > q starting at a given base pair, as a function of the position of
this base pair along the sequence. The color bar indicates bubble lifetimes in ps.
The relative difference Δ⟨t⟩rel , Eq. (4), profile (b) for bubbles of length l > q and
(c) for bubbles of length l = q is shown. The horizontal bars at the top of this figure
depict the distribution of A–T/T–A (white) and G–C/C–G (black) base pairs in the
sequence for the wild type Lac operon (WT) and the Lac UV5 mutant (Mut). The
arrows below the axes in (b) and (c) indicate the mutation sites. The color scale in
(b) and (c) is set symmetrically so that white regions signify no relative difference.
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longer-lived bubbles are once again correlated with the A/T-dense
regions of the sequence [Fig. 3(a)], including the region around the
TSS. While there is no previous study on bubble lifetimes in the Lac
operon, as in the AAV P5 case, the obtained lifetime profile is in
accordance with equilibrium base pair opening probabilities in this
promoter calculated through Monte Carlo simulations. In particu-
lar, the main peaks of the equilibrium bubble opening propensity
have been observed23 in (i) a large upstream region extending from
around −80 up to −50, (ii) near the two binding sites of the poly-
merase subunit σ factor at around −30 (a larger peak) and in the
region from −10 up to the TSS (a smaller one), and finally (iii)
downstream in the region from +10 up to +20.

In contrast to the AAV P5 mutation examined above, which
inhibits transcriptional activity, the Lac UV5 mutation is known
to strengthen the promoter.32,46 Figure 3(b) shows the relative dif-
ference Δ⟨t⟩rel for bubbles of length l > q, while Fig. 3(c) gives the
corresponding profile for fixed bubble length l = q. We see that at
the mutation site, which is located within the −10 element of the
promoter (one of the two binding sites of the σ factor), Lac UV5
exhibits bubbles that tend to last longer, from 20% up to more than
30% in the case of l > q depending on the bubble length. As observed
previously, the relative difference is smaller, up to 25%, for the fixed
length l = q bubbles. Similar to the bubble lifetime enhancement,
there is an increase in the equilibrium opening probability in this
region in Lac UV5 as compared to the wild type profile.23 There-
fore, we see that the transcription-strengthening mutation results in

FIG. 4. (a) Average bubble lifetimes in the SCP1 superpromoter for bubbles of
length l > q starting at a given base pair, as a function of the position of this base
pair along the sequence. The color bar indicates bubble lifetimes in ps. The rela-
tive difference Δ⟨t⟩rel (4) profile (b) for bubbles of length l > q and (c) for bubbles
of length l = q is shown. The horizontal bars at the top of this figure depict the dis-
tribution of A–T or T–A (white) and G–C or C–G (black) base pairs in the sequence
for the wild type (WT) and mutation (Mut). The arrows below the axes in (b) and
(c) indicate the mutation sites. The color scale in (b) and (c) is set symmetrically
so that white regions signify no relative difference.

longer-living bubbles at the transcriptionally functional binding site
of the σ factor.

Finally, the profile of the average bubble lifetimes for the SCP1
superpromoter is shown in Fig. 4(a) for bubbles with length l > q,
while the relative differences of average bubble lifetimes between this
promoter and its mutant m1SCP13 are depicted in Fig. 4(b) for the
case of bubbles with variable length l > q and in Fig. 4(c) for bub-
bles with fixed length l = q. The equilibrium probabilities for large
amplitude bubbles show a large peak in the region further upstream
from the position −30 and another smaller peak around the TSS.3 In
agreement with these observations are the dominant feature around
−30 in our average lifetime profiles and the peak around the TSS
[Fig. 4(a)]. However, regarding small amplitude bubbles, as those
considered in our case, there are additional peaks further down-
stream of the TSS, which are not present for bubbles with amplitudes
larger than 3.5 Å in equilibrium.3

A primary finding obtained by Langevin dynamics simula-
tions of the SCP1 superpromoter was a region immediately down-
stream from the TSS (located between +1 and +10) where large
long-lived bubbles tended to form, while the introduction of the
transcription-inhibiting mutations of m1SCP1 led to the destruc-
tion of this dominant peak.3 Our results also show a substantial
decrease in the average bubble lifetimes in this region downstream
from the TSS, which becomes more clear for larger bubble lengths
especially in the l > q case [Fig. 4(b)]. Once more, the relative dif-
ferences in the average bubble lifetimes around the mutated sites
show a decrease, more than 20% for smaller lengths when bub-
bles of fluctuating ends are considered (l > q), for the m1SCP1
mutant that suppresses transcription as compared to the SCP1
superpromoter.

IV. CONCLUSIONS
Using the Peyrard–Bishop–Dauxois coarse-grained model with

sequence dependent stacking interactions for the description of
base pair openings in DNA and efficient numerical techniques, we
have performed extensive microcanonical simulations to investi-
gate average bubble lifetime profiles along the sequence of three
different promoters, namely the viral AAV P5 promoter, the bac-
terial Lac operon, and the artificial SCP1 superpromoter as well
as one mutation for each promoter. The time scales of the inher-
ent DNA double strand transient separations have been probed in
the framework of this model with no artificial time scales imposed
through arbitrary friction coefficient and using a physically moti-
vated base-pair-dependent threshold value for considering base
pairs to be open. The inherent bubble lifetimes for relatively small
amplitude bubbles of the order of tenths of Å in our constant
energy simulations are on the subpicosecond time scale, as opposed
to Langevin fluctuational dynamics computations revealing bubble
lifetimes of the order of picosecond for larger amplitude bubbles
of a few Å.

We found that transcription-inhibiting mutations in the case of
the AAV P5 and SCP1 promoters resulted in significant reductions
of bubble lifetimes around the transcriptionally relevant mutated
sites, while transcription-boosting mutations of the Lac operon
promoter at a transcription factor binding site showed significant
enhancement of the bubble lifetimes. The corresponding negative or
positive relative differences in the average bubble lifetimes between
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the mutated and the wild type promoter at the position of the muta-
tion range from 20% for larger bubble lengths up to more than 30%
for shorter ones.
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